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Abstract - Digital communication and cybersecurity are major problems concerning the spread of unsolicited and 

malicious emails. Spam emails are vectors of phishing, malware and financial fraud as well as inbox clutter. The 

conventional spam detection methods, like rule-based spam filters and the classical machine learning (ML) models, have 

limitations on their ability to detect spam based on pre-determined patterns, feature engineering, which requires a lot of 

human effort and inability to adapt to changes in threats. To address these, the given piece uses a deep learning-driven 

framework that would allow the extraction of complex and hierarchical patterns in email data automatically. Model 

training and evaluation are performed using the Spam Base benchmark dataset comprising 4601 emails having 57 features. 

High-quality input data can be guaranteed by doing comprehensive preprocessing such as parsing, tokenization, 

stemming, case folding, error correction, and extraction with the help of regressions. Feature extraction, dimensionality 

reduction, and data classification selection techniques are used to further optimize the dataset.  Accuracy, Recall, Precision, 

and F1-score were evaluated using a 70:30 train-test split for an Artificial Neural Network (ANN), with results of 99.50, 

99.68, 99.68, and 99.68, respectively. The findings prove the strength, scalability, and usefulness of the framework in 

spam detection, which helps to increase cybersecurity and efficient email communication systems. Further improvements 

on the detection of advanced spamming can be discussed in future work, and one of the methods is the multi-mode and 

transformer-based approach. 

Keywords - Email Spam Detection, Deep Learning, Machine Learning Cybersecurity, Malicious Email Filtering, Email 

Classification, Support Vector Machines (SVM), Naive Bayes (NB). Long Short-Term Memory (LSTM). 

1. Introduction 
The emergence of email as a powerful form of online communication has changed how individuals, businesses, 

and organisations communicate [1]. Email, as a cheap and easy method of communication, was easily adopted as a 

necessary means of communication both at the professional and personal levels. It has however been exploited by the 

fact that it has become very common [2]. The abuse of email has over time come up with unsolicited and irrelevant 

messages commonly referred to as spam. These spam emails are of bulk advertisements, fake marketing campaigns 

to a malicious intent of phishing, malware distribution and financial fraud [3]. Although spam is considered a simple 

inconvenience to some users, its extended effects are loss of productivity, information congestion, breach of data and 

even a significant economic effect to a large scale [4]. 

Spam has also been in a constant state of development, implementing some countermeasures to detection 

techniques and becoming more advanced. In the previous stages, spam was easily spotted and blocked using basic 

filters [5]. Attackers today develop fraudulent messages that are very similar to authentic messages hence making 

them very difficult to detect. Email has therefore turned into a pivotal point of vulnerability to cybersecurity attacks 

where it acts as a medium of phishing attacks, ransomware attacks and identity theft [6]. Due to the ever-growing use 

https://doi.org/10.63665/ijmlaidse-y1f1a002
https://creativecommons.org/licenses/by/4.0/


Publication: Vaibhav Maniar et al. Volume1, Issue1 (Oct-Dec, 2024), 12-25, IJMLAIDSE. 

  

Page | 13  

 

of digital communication, the need to have solid email security has not only become convenient but a strong necessity 

in the protection of sensitive data and the safeguard of organisations against cybercrime [7]. 

In an attempt to overcome these obstacles, conventional techniques of rule-based filters, blacklists, whitelists and 

Bayesian filters were first introduced [8]. Although they are effective to some extent, such methods are based on static 

patterns and a set of present rules, and attackers can readily circumvent them [9]. These shortcomings led to the use 

of ML, which enabled it to perform automated recognition through learning patterns in email data. The algorithms 

that were reasonable enough to identify spam were SVM, NB, and random forests. Nevertheless, ML-based models 

are not without major challenges, they need large amounts of manual feature engineering, do not support 

unstructured or big data, and are not flexible to novel and changing spam strategies [10]. Deep learning (DL) has 

proved to be a more potent fix to such issues. When compared to the traditional ML algorithms, deep learning models 

are capable of automatically extracting complex and hierarchical features of raw email data without any manual 

process [11][12]. Convolutional Neural Networks (CNNs) are useful in finding patterns that are not easily visible, 

whereas Recurrent (RNNs) and LSTM models are more efficient with sequential data, which is especially effective 

with text analysis. More recently, the transformer-based models have improved spam detection by including more 

profound semantic relationships in emails [13].  

Not only these models enhance accuracy but they are also more adaptive to changing spam techniques [14].Using 

the power of DL, classification and email spam detection can transcend the limitations of older methods, providing 

scalable, flexible and very accurate solutions. This change is critical to improving the cybersecurity of the Internet, to 

protecting Web users, and to the further viability of email as a reliable form of online communication. 

A. Motivation and Contribution of the Paper 

The motivation for this work arises from the rapid growth of email communication and the parallel increase in 

spam emails that pose significant risks to cybersecurity. As well as cluttering inboxes, spam can be used in the 

distribution of malware and financial fraud, as well as phishing. Conventional spam detection methods based on rule-

based spam filters or shallow machine learning models tend to be less accurate and do not scale as well in order to 

counter emerging spam strategies. To overcome them, this paper will apply deep learning techniques which have 

potential to automatically derive intricate trends in textual information to attain a robust and adaptive spam 

classifications. The suggested solution will increase the accuracy of detection, which will reduce cases of false 

classification, and thus help to promote secure and effective communication via email. The most important findings 

of this work are as follows: 

• There, the benchmark data set Spam Base was used with 4,601 email samples (spam) having 57 spam-related 

engineered features. 

• Conducted extensive preprocessing, such as, parsing, tokenization, stemming, case folding, error correction 

and extracting features using regular expressions. 

• Semi-automated extraction of features, dimensionality reduction and feature selection to narrow down the 

input data to train a model. 

• Trained a model of ANN and implemented it to be effective in classifying emails into ham and spam. 

• Assessed the model on basis of F1-score, recall, precision, and accuracy, maintaining equal performance levels 

on all of the metrics. 

• Illustrated the relevance of the DL-based models in improving email spam detection and offering better 

cybersecurity defence solutions. 

B. Justification and Novelty of the Paper 

The increased rates of spam emails are major threats to digital communication and cybersecurity that require 

sophisticated methods of detection. The problem with traditional and conventional methods of machine learning is 

they are rule-based and thus fail to evolve in line with the spam strategies, making them less effective and less scalable. 

The originality of the research is utilize DL to identify complex and hierarchical patterns in email data automatically, 

without using manual feature engineering. By integrating comprehensive preprocessing, feature optimization, and a 

robust neural network framework, the approach enhances adaptability and accuracy in email classification. This study 

provides a scalable, flexible, and effective solution for contemporary spam detection challenges. 
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C. Structure of Paper 

The following is the paper's structure:  The second section discusses relevant research on detecting spam in email. 

Section III outlines the methodology, taking into account the features engineered and pre-processing procedures 

performed on the dataset. Section IV presents the experimental setup, outcomes, and assessment of performance along 

with a review of results. Lastly, Section V summarizes key outputs and concludes the paper, emphasizing main 

contributions, and suggesting future research directions for enhanced cybersecurity applications. 

2. Literature Review 
Most of the current literature on email spam detection uses deep learning and machine learning to get very 

accurate results; however, gaps remain in multi-modal detection, large-scale evaluations, and hybrid deep learning 

approaches for enhanced cybersecurity. 

Alauthman (2020) highlights the significant issue of email spam, which is a growing problem originating from 

botnets worldwide. Time spent identifying spam emails, the safety of personal mail, and mailbox capacity are all 

impacted. A Gated Recurrent Unit Recurrent Neural Network (GRU-RNN) with SVM was created to recognise bot 

spam emails in order to solve this problem. The method achieved a 98.7 per cent success rate when tested on the Spam-

base dataset, demonstrating its excellent capability in detecting spam emails. [15] 

Rahman and Ullah (2020) propose a novel approach to spam message detection that uses sentiment analysis of 

email body content.  They use a bidirectional LSTM network and word embeddings to assess texts' sequential and 

emotional features. Higher-level text features are extracted by the model using a Convolution Neural Network. With 

an improved accuracy of about 98-99%, the model outperforms both popular machine learning classifiers and state-

of-the-art approaches for spam message detection. This model is evaluated using f-score, recall, and precision on two 

datasets: Ling spam and spam text message categorisation [16]. 

Khamis et al. (2019) conducted a study aiming to determine possible email header characteristics to use spam in 

two email datasets: Cybersecurity Data Mining on Sites and Anomaly Detection Difficulties. The main objective was 

to use SVM with Weka 3.9.2 and RapidMiner Studio to produce relevant features and classify them. In this approach, 

there were five steps gathering data, selecting features, pre-processing data, classification, and detection.  With 

accuracy rates of 88.80% and 87.20%, respectively, the SVM classifier outperformed the Anomaly Detection Challenges 

dataset.[17] 

Akinrele's (2019)  study indicates how the issue of email spam and phishing has been on the rise and spammers 

and spammers are ever-inventing methods to overcome the current software. Filtering is a popular method for 

removing spam and phishing, while phishing detection relies on validating email body and URLs. In order to decrease 

feature space dimensionality and increase accuracy, the paper suggests an ensemble approach for feature selection 

techniques based on spam and phishing filters. The study used Machine Learning-based mRMR models and Ensemble 

models, resulting in an average 83% accuracy for seven classifiers. This feature selector could potentially legitimize 

future email cyber-attacks, indicating the potential for further research and expansion.[18] 

Göker (2018) highlights the importance of detecting spam e-mails, which are fake, falsified emails aiming to 

collect sensitive personal information or act against authority illegally. The majority of emails have spam or relevant 

spam-like content, such phishing emails. It is essential to identify these emails in order to stop illegal access to user 

credentials. Effective machine learning and classification techniques are necessary for prompt processing in order to 

identify spam emails. With billions of emails on the internet, automatic classification of emails as spam or not is an 

important problem. Research on supervised machine learning, more especially "deep learning" techniques, has shown 

encouraging results in successfully classifying emails with up to 96% accuracy. [19] 

Kumar et al. (2018) used the Hidden Markov Model and the ID3 algorithm to detect spam emails. Spam emails 

are a serious problem since they waste transmission bandwidth, memory, money, and time. By computing the overall 

likelihood of an email using all posteriorly categorised words in emails, the model classifies emails as either ham or 

spam. For this investigation, the Enron dataset of 5172 emails of which 2086 were pre-classified as spam and 2086 as 

ham was used. The significance of handling spam emails in the communication process was underscored by the 

testing results, which demonstrated an accuracy of 89% on spam emails. [20] 
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Table 1 summarizes key studies on email spam detection, detailing methodologies, datasets, findings, limitations, 

and future directions, and highlights research gaps in deep learning approaches, multi-modal detection, and scalable 

cybersecurity solutions 

Table 1: Summary of Existing Research on Email Spam Detection and Classification 

Author(s) Methodology Dataset Key Findings Limitations Future 

Direction 

ALAUTHMAN 

(2020) 

GRU-RNN 

with SVM 

Spam-base Achieved 98.7% 

accuracy; effective 

in detecting spam 

emails 

Only tested on a 

single dataset; 

limited 

comparison with 

other deep 

learning models 

Explore multi-

dataset 

evaluation; 

hybrid deep 

learning 

architectures 

Rahman & 

Ullah (2020) 

Sentiment 

Analysis + 

Word 

Embeddings + 

Bi-LSTM + 

CNN 

LingSpam, 

Spam Text 

Message 

Classification 

Accuracy 98-99%; 

outperformed 

traditional ML 

classifiers 

Focuses on textual 

sentiment; may 

not generalize to 

non-textual/spam 

formats 

Extend to multi-

modal spam 

detection 

(attachments, 

images, links); 

optimize 

training 

efficiency 

Khamis et al. 

(2019) 

SVM on email 

header features 

Anomaly 

Detection 

Challenges, 

CSDM2010 

SVM achieved 

~88% accuracy; 

header features 

useful for 

classification 

Limited to header 

features; no deep 

learning approach 

Integrate header 

+ content 

features with 

deep learning 

models 

Akinrele (2019) Ensemble ML + 

mRMR feature 

selection 

Public email 

datasets 

Average accuracy 

83%; reduced 

feature 

dimensionality; 

improved spam & 

phishing 

classification 

Accuracy lower 

than deep 

learning models; 

limited dataset 

variety 

Explore deep 

learning 

ensembles and 

larger datasets 

for higher 

accuracy 

Göker, (2018) Supervised 

Deep Learning 

Email datasets Deep learning 

effective; up to 

96% accuracy in 

email classification 

may lack 

generalizability 

Evaluate on 

large-scale 

datasets; apply 

advanced DL 

models like 

transformers 

Kumar et al., 

(2018) 

ID3 Decision 

Tree + HMM 

Enron Dataset 

(5172 emails) 

Achieved 89% 

accuracy; 

combined 

probabilistic & 

decision tree 

approaches 

Outdated dataset; 

limited spam 

variety; non-DL 

approach 

Test deep 

learning 

approaches; use 

larger, more 

diverse datasets 

3. Methodology 
This methodology presents a DL-based framework for email spam detection and classification to enhance 

cybersecurity by reducing malicious and irrelevant messages as shown in figure 1. The Spam Base benchmark dataset 

was utilized, containing 4,601 email records, with 1,813 (39%) labelled as spam and 2,788 (61%) as ham. Each record 

is described by 57 features, including word frequencies, character frequencies, and statistics on capital letter sequences, 
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making it suitable for spam classification tasks. The methodology begins with a comprehensive data preparation 

phase involving parsing, tokenization, stemming, case folding, error correction, and regex-based extraction to ensure 

consistency and quality. Feature extraction is then performed to capture discriminative patterns, followed by 

dimensionality reduction and feature selection to optimize model learning. Testing (30%) and Training (70%) sets 

make up the dataset. Using the processed data, a suggested ANN model is trained, and the F1-score, accuracy, recall, 

and precision are used to evaluate its effectiveness. This systematic approach ensures reliable and scalable spam 

filtering for real-world applications. 

 

Fig-1: Methodology Framework for Deep Learning-Based Email Spam Classification and Detection 

A. Data Collection 

There are 4,601 email messages in the Spam Base collection, with 1,813 rows labelled as spam (39% of the total) 

and 2,788 rows as ham (61%).  For every email in the sample, a total of 57 characteristics are retrieved.  Some 

distinguishing terms' frequencies in the message body are depicted by these characteristics.  Among its features are 

48 real-numerical ones that denote the frequency of words like "remove," "address," "order," "internet," "receive," 

"mail," "business," "free," "credit," "money," "data," and longest, "meeting." The average and the overall length of 

subsequent capital-letter sequences are quantified by features 55–57.   Finally, there is class 1 for spam and class 0 for 

valid emails.  This is what the data visualisations look like: 

 
Fig-2: Distribution of Spam vs. Ham Emails 

Figure 2 is a bar chart that displays the count of two different email classifications: Ham (legitimate emails) and 

Spam (unwanted or junk emails). The chart shows two vertical bars. The bar for Ham emails is coloured dark blue 

and is significantly taller than the Spam bar. A number is positioned at the top of each bar, indicating the exact count. 

There are 2788 emails classified as Ham and 1813 emails classified as Spam. This visualization effectively compares 

Data Preparation 

Train data Test data 
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the number of emails in each category, illustrating that in this dataset, there are more legitimate emails than spam 

emails. 

 
Fig-3: Correlation Heatmap of Features in the Spambase Dataset 

A correlation heatmap for the Spambase dataset's features is shown in Figure 3, illustrating the pairwise 

relationships between 57 attributes related to email characteristics. The diagonal elements, shown in deep red, indicate 

perfect positive correlation (correlation = 1) of each feature with itself. Shades of red represent positive correlations 

between different features, while shades of blue indicate negative correlations. Most features show weak correlations, 

while certain groups, such as specific word frequency features (e.g., word_freq_george, word_freq_edu) and character 

frequency features (e.g., char_freq_!), display moderate correlations. This visualisation helps identify redundant or 

highly interdependent features for modelling. 

B. Data Preparation 

The data preparation stage focuses on transforming raw email collections into a uniform and analysable 

structure. This process ensures consistency, eliminates irregularities, and organizes the dataset with appropriate labels 

for reliable training and evaluation. The following pre-processing steps were performed: 

• Emails are parsed to separate header, subject, body, and sender information in a structured format. 

• Splitting text into smaller pieces, such as words, is one method for easier analysis. 

• Words are reduced to their root or base form through stemming and lemmatization. 

• All characters are converted to lowercase to maintain consistency. 

• Spelling and typographical mistakes are corrected using similarity scoring. 

• Regular expressions are applied to detect and extract URLs, domain names, and suspicious keywords. 

C. Normalization  

The numerical characteristics that have been created out of the emails, like word counts, character counts, and 

link counts, are put to scale to make sure that they contribute equally to the learning process [21]. To put values on a 

common range, scaling and quantization are applied to put the values in a standard range, usually [0,1], which 

removes biasness of attributes with bigger magnitudes and stabilizes the training. Min-Max normalization is the most 

widespread method, as it is expressed by eq(1): 

 𝑥′ =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
 (1) 

x is the starting value, x^' is the scaled value, and x_max and x_min are the feature's maximum and minimum values. 

 

D. Feature Extraction 

The process of transforming raw and cleaned email data into measurable attributes is known as Feature 

extraction which can be fed into the classification model. In this study, forty features are extracted and grouped into 

five categories that describe different aspects of an email. Body-based features include HTML tags, forms, suspicious 
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keywords, and text statistics. Subject-based features account for message length, reply/forward indicators, and terms 

such as “verify” or “bank.” Sender address features examine address length and domain validity. URL-based features 

capture link counts, port usage, and special characters, while script-based features detect JavaScript, pop-ups, and on-

click events. 

E. Dimensionality Reduction 

Dimensionality reduction aims to retain the most pertinent data while decreasing the feature space's variable 

count [22]. The study uses PCA to separate associated features into independent principal components. By retaining 

solely the most highly variable components, PCA ensures that the essential patterns in the data are preserved, while 

irrelevant variations are discarded. This reduces the dimensionality of the dataset, lowers computational cost, and 

improves training efficiency. At the same time, it helps the neural network focus on the most informative 

characteristics of the emails, boosting generalization and overall performance. 

F. Feature Selection 

The term "feature selection" refers to the steps used to determine which features are most useful for categorisation 

and then retain only those, while removing those with little or no impact. This step helps reduce model complexity 

and enhances performance. In this work, two techniques are applied. Low Variance Filtering discards features that 

show minimal variation across email classes, as they carry little discriminative value. The Chi-Squared Test, on the 

other hand, statistically measures the dependence between each feature and the target class, retaining only the most 

relevant ones. These approaches ensure that the classifier focuses on strong predictors for accurate detection.  

G. Data Splitting 

The dataset is split up into training and testing subsets to ensure proper model evaluation.   There is a 70:30 split, 

meaning that 70% of data is utilised for training the classifier and 30% is reserved for validating and testing its 

performance. 

H. Proposed Artificial Neural Networks Model 

The original intent of creating Artificial Neural Networks (ANN) was to create a computer model that could 

mimic brain activity.  Drawing on the inner workings of specific cells in the brain known as neurones, it is a computer 

simulation of a neural network. [23]. There is some theoretical support for the idea that ANN can learn concepts just 

like the human brain.  An artificial neural network (ANN) fundamental building block is the neuron or node. Through 

the weighted edges or connections, the input is received by other nodes. [24]. The inputs' relative importance 

determines the connection weights. The output is linked to the sum of the inputs that are weighted. The activation 

function, f(x), and equation (2) that calculates the output, y_1, are: 

 𝑦1 = 𝑓(𝑤1𝑥1 + 𝑤2𝑥2 + ⋯ + 𝑤𝑛𝑥𝑛 + 𝑏) (2) 

Here, 𝑥1, 𝑥2, … 𝑥𝑛   Regarding the inputs, 𝑤1, 𝑤2, … 𝑤𝑛   Regarding the weights, y_1 is the output of the neuron, "b" 

denotes the bias, while "f(⌅)" denotes the activation function. At output layer, the network combines the results of 

previous hidden layers to produce final prediction. This can be represented by Equation. (3) 

 𝑦 = 𝑓(𝐿)(𝑊(𝐿)𝑎(𝐿−1) + 𝑏(𝐿)) (3) 

The vector of outputs from the last hidden layer is represented by a^((L-1) ), the weights and biases of the output 

layer are denoted as W^((L)) and b^((L)), the activation function is denoted as f^((L)) and the final output of the 

network is equal to y. 

I.  Evaluation Parameters 

F1 score, recall, precision, and accuracy are some of the criteria used to evaluate the outcomes. Table 2s confusion 

matrix serves as the basis for the computation of these matrices. A two-by-two matrix is appropriate for a binary 

classification issue. The real class labels are on top, while the projected ones are along the side. In the matrix, you can 

see how many predictions the classifier made for each cell's category [25]. Various labels of matrix are defined as: 

• TN: Negative labels predicted as negative 

• TP: Positive labels predicted as positive 

• FN: Positive labels wrongly predicted as negative 



Publication: Vaibhav Maniar et al. Volume1, Issue1 (Oct-Dec, 2024), 12-25, IJMLAIDSE. 

  

Page | 19  

 

• FP: Negative labels wrongly identified as positive 

Table 2: Confusion matrix 

Type Ham Spam 

Ham True Positive (TP) False Positive (FP) 

Spam False Negative (FN) True Negative (TN) 

The following is the formula for calculating the various evaluation metrics:  

Accuracy: To calculate accuracy, divide by the total number of correct predictions in both classes, and find the total 

number of guesses. To get the percentage, it is multiplied by 100. The computation is illustrated in Equation (4) 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (4) 

Precision: Equation (5) provides a mathematical representation of precision p, It is described as the method of 

determining the precise and, on occasion, the predictive value of a more favourable result [26].  

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (5) 

Recall: The ratio of the total number of objects recalled to the measure of completeness is called recall, which is 

also called responsiveness [27]. When divided by the entire number of records in the database, it gives an average of 

the number of records retrieved. Equation (6) is used to compute it:  

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (6) 

F1-Score: Since F1 scores are a weighted average of recall and precision, both are taken into account while 

determining them. Its value ranges from 0 (the worst case scenario) to 1 (the best case scenario). Equation (7) shows 

the calculation: 

 𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2.(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛⋅𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

These evaluation measures offer a thorough analysis of model performance, guaranteeing forecasts that are strong, 

precise, and dependable. 

4. Results Analysis and Discussions 
The suggested model for email spam detection and categorisation was built using an ANN. The implementation 

was done in Python to be efficient and scalable and the statistical data analysis was done using the WEKA tool. The 

experiments were implemented on a personal computer based on Ubuntu 20.04.1 LTS and using AMD A6 processor 

(2.6 GHz) and 16 GB RAM. To train the neural network, the calculation was moved to Google Colab GPU using 

TensorFlow as the backend of the Keras model to streamline developing and running models. In order to evaluate the 

model's efficacy, typical measures of classification, such as F1-score, Recall, Precision, Accuracy, and which are 

essential in determining the strength of spam detection systems, have been used. Table 3 presents the results.  

Table 3: Evaluation Results of ANN for Email Spam Detection 

Parameter ANN 

Accuracy 99.50 

Precision 99.68 

Recall 99.68 

F1-score 99.68 

The model had the ability to detect spam and legitimate emails with an accuracy 99.50% of 99.50% with a minimal 

error rate. The ANN has low false positives and negatives with a single recall, precision, and F1-score of 99.68, but it 

is also balanced. The almost flawless result indicates the effectiveness of the deep learning, strong feature 

representation, and training on the basis of the use of the GPUs, which demonstrates the trustworthiness of the ANN 

in terms of improving the level of cybersecurity by detecting spam. 
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Fig-4: Accuracy Curve of the ANN Model Across Epochs 

Figure 4 represents a line graph by which the performance of an ANN model can be examined with regard to 

the identification of email spam. The graph will be against the x-axis of the number of Epochs and the y-axis of 

Accuracy. The accuracy which is a percentage of correct prediction generally increases with the number of epochs the 

model is trained. It catches up on the levels of about 0.9775 at 50 epochs and peaks at an accuracy of about 0.996 at 200 

epochs. Nonetheless, following this peak, the precision is negligible, and then it rises. This is an indication that the 

model is a good learner but it could have slight variations in the performance during the course of training. 

 
Fig-5: Loss Curve of the ANN Model Across Epochs 

Figure 5 is a line graph that presents the association between "Epochs" and "Loss" of a model of ANN which is 

employed to detect email spam. The number of training epochs, 50-300, is plotted on the x-axis and the value of the 

loss, an expression of the error committed by the model, is plotted on the y-axis. The graph shows that the loss is likely 

to reduce with the expansion of the epoch count. Nonetheless, at a certain point in the curve, at about 200 epochs, the 

model may begin to overfit the training data if the loss begins to rise marginally. This plot is an essential device in the 

control over the process of training and in the optimization of the performance of the model. 
 

 
Fig-6: Confusion Matrix of ANN-Based Spam Detection Model 

A confusion matrix to performance of an ANN model to detect email spam is shown in Figure 6. The two axes 

of the matrix are "True Class" and "Predicted Class" where both have the categories of Ham and Spam. In the upper-

left cell, there are 3715 emails that were correctly marked as True Negatives (Ham). The upper-right cell means that 

20 emails were Ham but had been mistaken in the category as Spam (False Positives). The cell at the bottom-left 

represents emails that were 35 in total Spam yet they were classified as Ham (False Negatives). Lastly, the cell in the 

bottom-right corner depicts 6230 emails that were rightly labelled as being Spam (True Positives). This matrix is very 
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important in summarizing accuracy of model and as it has been observed a lot of correct predictions and few 

misclassifications. 

A. Comparative Analysis 

The work of the proposed ANN-based deep learning model in detecting email spam was against other models, 

such as a standard Neural Network, MLP (Multilayer Perceptron), and LSTM. Table 4 is a summary of the findings. 

Table 4: Comparative Assessment of Email Spam Detection Models Using Spambase Dataset 

Models Accuracy Precision Recall F1-score 

Neural network[28]z 91.8 90.5 88.1 89.3 

MLP[29] 92.3 92.3 92.3 92.3 

LSTM[30] 92.93 93.58 98.22 95.84 

ANN 99.50 99.68 99.68 99.68 

It is clear that ANN model is superior to others. The default Neural Network demonstrates the worst 

performance, its accuracy is 91.8, and its F1-score is 89.3, which means that it is not quite efficient in spam detection. 

MLP is better in this regard with regular measures of 92.3 with moderate but steady improvements. LSTM has a better 

recall of 98.22, which is effective in the detection of most spam but even the precision (93.58) and F1-score (95.84) are 

worse than ANN, implying that LSTM generates a larger number of false positives than ANN does. The high metrics 

of the ANN in all measures show its ability to precisely classify emails, reduce false positive and false negative emails, 

and learn complicated trends in email statistics successfully. This renders it a very strong and sound option to improve 

cybersecurity concerning spamming. 

5. Conclusion and Future Work 
The deep learning-based model temperature in this paper illustrates a very efficient methodology to classify and 

detect email spam and eliminate the weaknesses of the conventional rule-based and ML methods. With the help of an 

ANN trained based on the Spam Base dataset, the model demonstrated very good results, with a 99.68% F1-score, 

99.68% Recall, 99.68% Precision, and 99.50% Accuracy, demonstrating good performance in the field of spam and 

legitimate emails. The preprocessing, feature extraction, dimensionality reduction and feature selection steps made 

sure that the input data was of good quality so that the ANN could learn the complex patterns and dependencies that 

the traditional methods could have overlooked. The ANN was considered to have a better capability to reduce the 

false positives and negatives and at the same time balance performance across the evaluation measures when 

compared to the standard neural networks, MLP and LSTM models. The next step in development of model is 

consideration of multi-modal spam detection model which adds to the text-only model attachments, pictures, and 

embedded links to counter more complex threats. The addition of transformer-based architecture may also promote 

semantic interpretation and flexibility to the changing spam tactics. Also, the implementation of the system in the 

large-scale enterprise email infrastructures will test scalability, real-time performance, and robustness. Regular 

updates of datasets and the dynamic process of learning will assist in keeping the models relevant, which would 

guarantee further improvement of cybersecurity and stable email communication. 
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